Abnormal behavior detection using privacy protected videos
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Abstract—Intelligent visual surveillance, which relies heavily on human motion detection / recognition and people recognition, has received a lot of attention for its use in effective monitoring of public places. However, there is a concern of loss of privacy due to distinguishable facial and body information. To deal with this issue, researchers proposed to protect privacy example by filtering of face or body areas, and developed methods of people identification from videos in which people’s faces has been obfuscated, masked by digital filters. Along the same line of research dealing with videos in which the people faces were masked by filters, this paper introduces a method to detect abnormal behavior.

In the proposed method, we first mask face areas in videos by Multiple Instance Learning tracking, and extract silhouette area from each image. We then extract features using affine moment invariants, and perform classification. We build a database including normal and abnormal behaviors, and we show the effectiveness of the proposed method on cases from the database.

I. INTRODUCTION

Ensuring security with intelligent visual surveillance, which relies heavily on human motion detection / recognition and people recognition, has proven very effective in monitoring public places, such as stations, airports, shopping malls, etc., as well as for facilitating healthcare services, e.g. in the monitoring of activities of old people [1]. Although video surveillance’s usefulness in repressing crime is extremely valuable there is an concern of loss of privacy due to distinguishable facial and body information [2]. Research have addressed this issue by using for example, filters to block/mask the face or specific body areas [3] [4]. People identification in videos with masked face has been proposed in [5].

This paper, introduces a method to detect abnormal behavior using videos in which people’s faces were masked. The target application is usage in a hospital or a healthcare facility. In the proposed method, at first we detect face areas in videos and extract silhouette area from each image. Next, extract features using affine moment invariants, which are used in person identification [6], object recognition [7], followed by a classification. We build a database including normal and abnormal behaviors, and we show experiments performed with the database.

II. BEHAVIOR CLASSIFICATION

In this section firstly we explain the way to detect face areas in videos and to extract silhouette area from each image. Next, we explain a method to extract features using affine moment invariants, followed by an abnormal behavior detection.

A. Face detection and silhouette extraction

Figure 1 (a) shows example images of an abnormal behavior sequence which we utilize in experiments (details in Section 3), and it is clear that face area of a person is often occluded and its appearance changes a lot due to varieties of motions. To track his face stably even with his various motions, we utilize MILTrack [8], which can track an object in a video given its location in the first frame and no other information. This method updates an adaptive appearance model of a tracking system, using Multiple Instance Learning (MIL) to train the appearance classifier and an online boosting algorithm for MIL. In the MILTrack, a face location in the first frame is detected with Haar-like features, but in videos, which we utilize in experiments, it is often hard to detect the face location due to occlusion / limited face area. Thus in our system we manually detect the face location in the first frame. Figure 1 (b) shows example results of detected face area.

A background subtraction method is applied to captured images with masked face. Figure 1 (c) shows examples of silhouette areas.

B. Feature extraction

Affine moment invariants are extracted from each silhouette image as features [6]. In [6], we utilized for gait-based person identification, and we showed that affine moment invariants had almost the same discrimination capability with an gait energy image (GEI) [9] and an active energy image (AEI) [10] even though the number of features of affine moment invariants is much smaller than those [9] [10].

Affine moment invariants are moment-based descriptors, which are invariant under a general affine transform. The moments describe shape properties of an object as it appears. For an image the centralized moment of order \( (p + q) \) of an object \( O \) is given by

\[
\mu_{pq} = \sum_{(x,y) \in O} (x-x_0)(y-y_0)^{q} \cdot I_{\text{average}}(x, y).
\]

Here, \( x_0 \) and \( y_0 \) are the center of the object. The number of affine moment invariants \( A = \{ A_1, A_2, \ldots, A_M \} \) is \( M \), and
we show six of them [11].

\[
A_1 = \frac{1}{\mu_{00}} (\mu_{20} \mu_{02} - \mu_1^2) \\
A_2 = \frac{1}{\mu_{00}} \left( \mu_{30}^2 \mu_{03} - 6 \mu_{30} \mu_{21} \mu_{12} \mu_{03} \\
+ 4 \mu_{30} \mu_{12}^2 + 4 \mu_{03} \mu_{21}^3 - 3 \mu_{21}^2 \mu_{12}^2 \right) \\
A_3 = \frac{1}{\mu_{00}} \left( \mu_{20} (\mu_{21} \mu_{03} - \mu_1 \mu_{21} \mu_{12}) \\
+ \mu_{02} (\mu_{30} \mu_{12} - \mu_2^2) \right) \\
A_4 = \frac{1}{\mu_{00}} \left( \mu_{30}^2 \mu_{03} - 6 \mu_{30} \mu_{12} \mu_{03} - 6 \mu_{20} \mu_{02} \mu_{21} \mu_{03} \\
+ 9 \mu_{20} \mu_{02} \mu_{12}^2 + 12 \mu_{23} \mu_{11} \mu_{21} \mu_{03} \\
+ 6 \mu_{20} \mu_{11} \mu_{03} \mu_{21} - 18 \mu_{20} \mu_{11} \mu_{03} \mu_{21} \mu_{21} \mu_{12} \\
- 8 \mu_{11} \mu_{03} \mu_{03} - 6 \mu_{20} \mu_{02} \mu_{30} \mu_{12} + 9 \mu_{20} \mu_{02} \mu_{21} \mu_{21} \\
+ 12 \mu_{11} \mu_{02} \mu_{30} \mu_{12} - 6 \mu_{11} \mu_{02} \mu_{03} \mu_{21} + \mu_2^2 \mu_{12}^2 \right) \\
A_5 = \frac{1}{\mu_{00}} \left( \mu_{00} \mu_{04} - 4 \mu_{01} \mu_{13} + 3 \mu_2^2 \right) \\
A_6 = \frac{1}{\mu_{00}} \left( \mu_{00} \mu_{04} \mu_{12} + 2 \mu_{01} \mu_{22} \mu_{13} - \mu_{00} \mu_{13}^2 \\
- \mu_{00} \mu_{21}^2 - \mu_2^3 \right)
\]

\[ (2) \]

C. Abnormal behavior detection

We use the nearest neighbor as the classifier. In the training phase, we extract features by the affine moment invariants from silhouette images, and then build a database. Then in the detection phase, features are extracted from silhouette images of a subject and the subject’s abnormal motion is detected by the classifier.

III. Experiments

This section presents the results of behavior detection experiments performed using a database consisting of two kinds of behaviors, normal walking and abnormal behavior. We intend to use the proposed system in a hospital, and the abnormal behavior in the database includes (i) sitting down, (ii) falling, (iii) bringing one’s hands to his chest and (iv) grabbing his head with his hands. Figure 2 shows examples of each behavior. From these examples, it is clear that a subject’s motion varies and his appearance changes a lot due to varieties of motions. The image resolution is 775 × 600 and the number of subjects is 5, 4 sequences for each motion. Totally there are 100 sequences (=5 × 5 × 4) in the database, and the total number of images is around 8000.

![Fig. 1. (a) Examples of captured images, (b) detected face area (with pink rectangular), (c) silhouette images](image)

![Fig. 2. (a) Normal walking, (b) sitting down, (c) falling, (d) bringing one’s hands to his chest and (e) grabbing his head with his hands](image)

We applied the proposed method to the database for evaluation. Here, we eliminated all motions of a subject, which are used as test datasets, from training datasets. In case that a motion is categorized as one of the abnormal motions, we classified the motion as an abnormal behavior.
Table I shows the correct classification rates of normal walking and abnormal behavior, respectively. This also shows the results with different image resolution, since image resolution can change due to the distance between the camera and subjects. From these results, the correct classification rates of normal walking get low with the decrease of image resolution, and it tends to be categorized as abnormal behavior. On the other hand, the correct classification rates of abnormal behavior get better. One of reasons can be followed. The distribution of features of abnormal walk may be much bigger than that of normal walk, and the features of low image resolution tend to be close to those of abnormal behavior.

After the detection of abnormal behavior, we classified each behavior, which categorizes as abnormal behavior, as one of four behaviors. Table II shows the correct classification rate of each abnormal behavior, and Table III shows confusion matrix for abnormal behavior. From these results, it is clear that each abnormal motion is often misclassified with different abnormal motion.

### IV. Conclusion

This paper presented a method to detect abnormal behavior using videos with masked face. Experimental results showed that the performance was high with high resolution images, but there was a tendency that normal behavior was misclassified as an abnormal one in case of low resolution images. Future work will include to develop a method which utilizes spatio-temporal features, which we did not use in our method, to achieve higher discrimination capability, and compare the method with state-of-the-art methods.
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