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This paper presents an everyday object detector that is integrated in an informationally structured 

environment that supports a personal service robot. Our approach detects changes in the environment by 
comparing 3D point cloud representing the same scene at different times and from different viewpoints. 
Detected changes are indicated by point clusters that are later categorized into a set of everyday objects 
such as cup, book or pet bottle. This system is used by a service robot to keep track of new objects that 
appear in the environment. In addition, we show experiments that validate our approach in different 
scenarios. 
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Fig. 1  Experiment room as our scenario. It includes 
cabinets, bed, desk, table, and so on.
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Fig. 2  Schematic diagram for change detection and its 
categorization
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Fig. 3  Set up for capturing data and captured data. 
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Fig. 4  Test data for change detection: (Left part) 
Memory data, (right part) Newly captured data. 
One set has two data which are captured in time 
and different point of view of a Kinect sensor. 

Fig. 5  Dataset for everyday object with 5 categories 

Fig. 6  Rotation of object (chipstar) for dataset.

5 2
1

Table 1  Result of change detection 
Change
Number1

Correct
Number

Correct
Rate (%)

Table A 23 23 100.0
Table B 23 23 100.0

Desk 31 29 93.5
Total 77 75 97.4

1 Change Number 7 5
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Fig. 7  Results of change detection: Left part is 
memory and newly capture data (1 pair data 
of Table A), detected object from each data is 
shown in top-right and bottom-right images, 
respectively. 
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Table 2 Categorization result for experiment 1 
Confusion matrix for Vs = 0.01, average correct = 81.25% 

% chipstar book can cup pet bottle
chipstar 95.83 0.00 2.08 0.00 2.08
book 0.00 100.00 0.00 0.00 0.00
can 10.42 0.00 58.33 10.42 20.83
cup 6.25 0.00 12.50 72.92 8.33

pet bottle 10.42 0.00 6.25 4.17 79.17

Confusion matrix for Vs = 0.02, average correct = 70.83% 
% chipstar book can cup pet bottle

chipstar 75.00 0.00 8.33 6.25 10.42
book 0.00 100.00 0.00 0.00 0.00
can 16.67 0.00 64.58 6.25 12.50
cup 12.50 0.00 25.00 52.08 10.42

pet bottle 27.08 0.00 6.25 4.17 62.50

Table 3 Categorization result for experiment 2
% Table A Table B Desk Average

Correct rate 47.38 47.83 41.38 45.68

1 2

6.

3

SHOT

3
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Fig. 8  Results of change detection and categorization for experiment 2: left part is the set of previous and 
current scene in 3 different table and desk, right part is the detected clusters and its categorization results 
(black=true value, green=correct match, red=non-match )
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