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ABSTRACT

We present a novel approach for outdoor place categoriza-
tion using synchronized texture and depth images obtained
using a laser scanner. Categorizing outdoor places accord-
ing to type is useful for autonomous driving or service robots,
which work adaptively according to the surrounding condi-
tions. However, place categorization is not straight forward
due to the wide variety of environments and sensor perfor-
mance limitations. In the present paper, we introduce a two-
dimensional local ternary pattern (2D-LTP) descriptor using a
pair of synchronized texture and depth images. The proposed
2D-LTP describes the local co-occurrence of a synchronized
and complementary image pair with ternary patterns. In the
present study, we construct histograms of a 2D-LTP as a fea-
ture of an outdoor place and apply singular value decomposi-
tion (SVD) to deal with the high dimensionality of the place.
The novel descriptor, i.e., the 2D-LTP, exhibits a higher cat-
egorization performance than conventional image descriptors
with outdoor place experiments.

Index Terms— Two-dimensional Local Ternary Pattern
(2D-LTP), Place categorization, Laser scanner, Reflectance
image, Depth image

1. INTRODUCTION

Place categorization is an important capability for robots that
allows them to identify their current type of location. This
type of information can greatly improve communication be-
tween robots and humans[1, 2] and allows robots to make
decisions with context-based understanding when completing
high-level tasks[3]. Moreover, if a robot has the ability to cat-
egorize places according to type, then the robot will be able to
properly execute a task even in unfamiliar surroundings. Fur-
thermore, the scope of the present research can be extended to
autonomous vehicles, so that decisions for safety driving can
be made based on the environmental conditions.

Place classification has been investigated using various
approaches, such as scene recognition, topological place
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Fig. 1. A pair of synchronized reflectance and depth images
obtained using a laser scanner

recognition, and place categorization. Using visual informa-
tion, a place type can provide general information regarding
location. A natural scene is recognized as a semantic la-
bel of an image by extracting features, such as GIST[4],
SIFT[5], SURF[6] and PLISS[7]. Scene recognition is ap-
plied to representative scene images from websites or image
libraries[4, 8]. The problem of outdoor place categorization
has been addressed by an unclear categorization of places
and a limited performance of a camera. Previous research
on scene recognition assumed that RGB image data is ob-
tained under proper illumination conditions. However, in
real outdoor environments, images are taken under various
conditions, such as bright sunlight, darkness, and sudden illu-
mination changes. Therefore, robustly categorizing outdoor
environments is an open problem.

In the present paper, we proposes a novel feature descrip-
tor for place categorization using synchronized texture and
range images obtained using a laser scanner. In the proposed
approach, we extract two-dimensional local ternary patterns
(2D-LTP) from two complementary and synchronized image
models. The spatial synchronized texture and range image
models can be provided by a laser scanner as reflectance and
depth point information. The proposed novel descriptor can
describe local patterns in texture and range images simultane-
ously and can obtain more detailed information than the local
binary pattern (LBP), which is a state-of-the-art descriptor.

In order to describe the synchronized place images, we
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create histograms of the LTP values. These histograms rep-
resent global feature vectors for synchronized texture and
range images. Finally, we reduce the numbers of dimen-
sions of the images by singular value decomposition (SVD).
Moreover, we apply the average intensity value of neighbor-
hood pixels, called the NI-LBP[9], to the proposed method.
The integrated reflectance and depth NI-LBP, the 2D-LTP
descriptor, provided the best classification results with very-
low-dimensional feature vectors.

2. RELATED RESEARCH

The application of place categorization to robotics has gained
interest in recent years. Several approaches have been inves-
tigated in an attempt to solve the classification problem.

Place categorization has been investigated using different
types of sensors, such as vision cameras[7, 10, 11, 12, 13],
laser scanners[14, 15, 16], and RGB-D sensors[17, 18]. Re-
cently, researchers have started to use multi-image models,
such as gray-scale, reflectance, and depth images, obtained
using RGB-D sensors[19], cameras, and laser scanners[20].
However, previous multi-image models simply concatenate
individual models. The proposed method simultaneously de-
scribes a pair of synchronized images using a single laser
scanner.

There are several approaches to indoor place categoriza-
tion that use different types of feature descriptors, such as
GIST[4], SIFT[5], and CENTRIST[12]. Originally, the CEN-
TRIST descriptor was introduced for indoor environments us-
ing gray-scale images[10] but has since been extended to the
HSV color space[21]. Finally, the LBP has been used to cat-
egorize indoor and outdoor places[13, 19, 20].

In the present paper, we adopt the LBP philosophy for de-
scribing local image pixels, but we describe the complemen-
tary texture and depth images simultaneously by assigning a
ternary pattern. An LTP descriptor using a threshold parame-
ter with a single texture image was investigated in a previous
study[22]. However, the 2D-LTP proposed in this paper, de-
scribing a pair of synchronized images, is completely a differ-
ent descriptor except using a concept of ternary pattern. The
primary advantage of the proposed method is that rich local
patterns of features can be obtained in a simple manner using
a pair of synchronized images. Moreover, the performance of
the 2D-LTP descriptor is verified to be highly reliable through
outdoor experiments using a laser scanner.

3. FEATURE EXTRACTION

In the present paper, we use a laser scanner to generate re-
flectance and depth images from the same laser pulse. The
reflectance and depth images as shown in Fig. 1 are funda-
mentally synchronized with respect to individual pixels. The
depth image can describe the structure of the target and the re-

(a) Local binary patterns for reflectance and depth images

(b) Two-dimensional local ternary pattern plane

Fig. 2. Overview of 2D Local Ternary Patterns

flectance image indicates the texture of the target. Therefore,
these images are synchronized, but complementary.

3.1. 2D Local Ternary Patterns

We propose the two-dimensional local ternary pattern (2D-
LTP), a novel descriptor, for a pair of synchronized images.
The 2D-LTP operator, which is a local transformation, indi-
cates the relationships between the values of pixels and their
neighboring pixels.

Let IRef (i), IDep(i) be the value of pixel i = (x , y) in
a pair of reflectance and depth images IRef , IDep, and let
NpRef

(i), NpDep
(i) define the pixels in its P-neighborhood.

Then, the LT PCI operator compares the individual re-
flectance and depth pixel values, IRef (i) and IDep(i), respec-
tively, with the corresponding values (IRef (j) and IDep(j))
for every pixel in its neighborhood, j ∈ NpRef

(i), NpDep
(i).

On the other hand, the LT PNI operator compares the mean
values in neighborhood with the corresponding.

Figure 2(a) shows an image divided in a conventional
manner into reflectance and depth data using a local binary
pattern (LBP). As shown in Fig. 2(b), we can create a 2D-
LTP plane. Intuitively, we set the value of every neighboring
pixel j to 2 if xRef ≥ 0 and xDep ≥ 0, or to 1 if xRef < 0
and xDep < 0. However, since a pair of synchronized images
is used, we assign as another value 0 for conflicting condi-
tions of xRef and xDep. The conflicting condition contains
(xRef ≥ 0 and xDep < 0) and (xRef < 0 and xDep ≥ 0). If
we assign the condition individual, we can define it as local
quaternary pattern (LQP).

978-1-4799-5751-4/14/$31.00 ©2014 IEEE ICIP 20145727



The obtained ternary values are concatenated clockwise
and are transformed into a corresponding decimal value d in
the range of [0, · · · , 6561]. This decimal value is then as-
signed to pixel i in the resulting transformed image ILTP .
Formally, we have

ILTP (i) =

P∑
j=1

s(I(j)− I(i))3j−1,∀j ∈ Np(i), (1)

s(x) =

 2 if xRef ≥ 0 and xDep ≥ 0
1 if xRef < 0 and xDep < 0
0 otherwise

(2)

where P indicates the P -neighboring pixels of i . In the
present paper, we adopted P = 8 . An example of a local
ternary transformation is shown in Fig. 2.

Algorithm 1: Two-dimensional LTP
Input:
– Reflectance and depth images
– Number of bins for 2D-LTP

Output:
– Array of two-dimensional ternary pattern vectors

Definition:
– A local pixel structure contains:
1) Center pixel i
2) Neighborhood pixel j
3) Average of neighborhood pixels javg

Algorithm:
1) create local pixel structures for each images
2) for each pixel i do

A) create the 2D-LTP plane
B) for each neighborhood pixel Np(i) do

a) define the reference; center pixel for LT PCI ,
mean value for LT PNI

b) assign the 2D-LTP neighborhood value
c) calculate the ternary pattern value

3) create a histogram of 2D-LTP images: Hglobal

4) reduce the dimensionality using the SVD: Hsvd

3.2. Global Feature Model

As in the conventional method, we use the histogram of a
LBP [19]. The histogram can represent a global feature for
each image. For reflectance and depth images, the number
of 2D-LTP feature dimensions is 38 = 6, 561 bins. In ad-
dition, we define any out-of-range and non-returnable value
obtained using the laser scanner as a Not-A-Number (NAN)
value. Therefore, we assigned an additional NAN value to the

histogram of bins, but not as 2D-LTP feature values. In sum-
mary, the total number of 2D-LTP histogram bins is 6,562.

Hglobal =
{
H2D−LTP , NAN

}
(3)

Furthermore, we reduce the global feature model Hglobal

into Hsvd by applying singular value decomposition (SVD)
to deal with its high-dimensional features. The final dimen-
sion of the 2D-LTP is smaller than that of the conventional
concatenating LBP feature[20].

4. CLASSIFICATION

In the present paper, we used a supervised learning approach
based on support vector machines (SVMs). The feature vec-
tors of multiple image models are used as labeled inputs. In
the present study, we apply a one-against-one approach, in
which a SVM is learned for each pair of categories. In our ex-
periments, we use the implementation given by the LIBSVM
library[23]. The input feature vectors are first normalized in
the range of 0 to 1. Moreover, the parameters C and γ are
selected by a grid search using cross-validation. The ranges
of C and γ are C ∈ [20, ..., 218] and γ ∈ [2−20, ..., 20].

5. EXPERIMENT

In the proposed approach, we use a single laser scanner,
which provides range data by measuring the round-trip time
of a laser pulse reflected by an object. In addition to range
data, the laser scanner can measure the strength of the re-
flected laser pulse, i.e., the reflectivity. The laser scanner
used in the present study is a SICK LMS151 laser with a
maximum range of 50 meters and an angular resolution of
0.25 degrees. In the configuration of the present study, we
rotate the laser around the vertical axis in order to obtain a
complete panoramic range image, as shown in Fig. 3. A
complete panoramic scan has a resolution of 3,753 × 760
points.

In order to evaluate the performance, we have created
a dataset of four different outdoor categories: forest, resi-
dential, parking, and urban in Fig. 4. For each of these
four categories, we made panoramic 3D laser scans cover-
ing 360 degrees with the laser positioned 95 cm above the
ground. In capturing the panoramic scans, we situated the
laser scanner in five to seven different locations for each type
of place scanned. For example, we placed the laser scanner on
a straight road, at a corner, and at an intersection. Some exam-
ples of panoramic scans are shown in Fig. 5. Table 1 shows
that each category contains 35 pairs of images corresponding
to different locations that belong to one specific category, and
143 pairs are obtained in total.
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Fig. 3. Depth image extraction from a laser scanner

Fig. 4. Four types of outdoor places: forest, residential area,
parking lot, and urban area from top to bottom (left column is
reflectance images and right column is depth images)

6. RESULTS

Table 2 shows the correct classification rates (CCRs) for
the conventional LBP, the LBP with the uniformity crite-
rion (U = 4 ) [19], the proposed method (2D-LTPCI and
2D-LTPNI ), and the 2D-LQP using depth and reflectance
images. The proposed 2D-LTPNI provided a better CCRs
than the 2D-LQPNI , which assigned four different sections
individually. The first 25 eigenvalues of the 2D-LTP and
2D-LQP account for 97% of the variance. We verified that
the proposed 2D-LTPNI image has a better categorization
performance by reducing the number of dimensions through
singular value decomposition. Table 3 lists the values for
2D-LTPCI and 2D-LTPNI for various dimensionalities.
This table indicates that a final dimension of 25 provides the
best categorization results when using 2D-LTPNI .

7. CONCLUSION

In the present paper, we presented the 2D-LTP, a novel fea-
ture descriptor for categorizing outdoor environments using a
laser scanner. The results of the experiments indicate that the
classification performance of a 2D-LTP image model exceeds

Table 1. Dataset of outdoor places containing 143 pairs of
reflectance and depth images obtained using a laser scanner

Category Number of images by location Total
Forest 4 2 3 6 7 6 8 36

Residential 5 5 4 4 13 0 0 31
Parking 6 6 8 8 4 0 0 32
Urban 5 5 5 7 8 6 8 44

Total number of place images 143

Fig. 5. Residential area image: reflectance, depth, LBPRef ,
LBPDep, 2D-LTPNI (in order)

Table 2. CCR of Reflectance and Depth Images [%]
Feature Pattern Number of dimensions Accuracy
LBP [20] Binary 514 79.42
LBPu4[20] Binary 398 84.09
2D-LTPCI Ternary 25 81.93
2D-LTPNI Ternary 25 93.49
2D-LQPCI Quaternary 25 86.62
2D-LQPNI Quaternary 25 91.15

that of a LBP image model. Moreover, even in the case of
using only 25 feature dimensions, we were able to classify
different types of outdoor places with high accuracy. The 2D-
LTP descriptor is robust and exhibits the best categorization
performance for outdoor environments.
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