
  

  

Abstract— Shared control, in which teleoperation and au-

tonomous control are combined to move the robot, is expected to 

improve the efficiency of the user teleoperation problem. How-

ever, a problem exists whereby the user acceptance decreases 

owing to the conflict of intention between the teleoperation and 

autonomous control. In this study, we address this problem by 

providing an illusion to humans. We propose a teleoperation 

method named the "Illusory Control" that can achieve both 

mobility efficiency and user acceptance by implementing a 

cyber-physical system that controls a robot in real space 

through robot operations in virtual space. Illusory Control has 

two functions: the "Illusion of Intention," which provides the 

illusion that the robot is operating according to human intention, 

and "Illusion of Time," which provides the illusion of time to fill 

the gap by changing human behavior when the robot positions 

in the virtual space and real space diverge.  Preliminary tele-

operation experiments with subjects demonstrated that the 

system improves the operational efficiency and acceptance of 

the system compared to conventional teleoperation methods, 

namely direct teleoperation and shared control. 

 

I. INTRODUCTION 

Within the context of the recent labor shortage and in-

creased telecommuting, the use of teleoperation robots, which 

can be controlled from a distance, has become popular. A 

teleoperation robot may be, for example, a mobile commu-

nication robot that is equipped with interfaces such as cam-

eras and microphones. 

When a teleoperation robot is controlled from a remote 

location, it is generally equipped with a safety system 

whereby, in addition to human operator control, the robot 

detects obstacles by using sensors that are mounted on the 

robot and autonomously avoids or stops them. This mecha-

nism of the efficient completion of mobile tasks while sharing 

human operator control and robotic autonomy has been 

studied as shared control and has been used in practical ap-

plications; for example, in the double communication robot of 

Double Robotics[1]. However, when the robot is controlled 

while observing the camera image, the robot may react to 

obstacles that the human operator does not notice, and the 

operator may feel strong stress because the robot does not 

move according to their commands or it moves in unexpected 

manners. This is owing to the fact that the motion commands 

issued by the robot differ from those issued by the human 

operator, as illustrated in Fig. 1 In previous work, this has 

been described as the human operator decisions not matching 

the robot decisions, which causes the operator to be less ac-

cepting of the robot (less trusting in the system) [2]. 

 
1Junki Aoki and Ryota Yamashina are with Ricoh Company, Ltd. jun-

ki.aoki@jp.ricoh.com, ryota.yamashina@jp.ricoh.com  
2Ryo Kurazume is with the Faculty of Information Science and Electrical 

Engineering, Kyushu University. kurazume@ait.kyushu-u.ac.jp 

An ideal solution to the problem of diminishing acceptance 

would be for the robot to avoid obstacles of which the human 

operator is unaware automatically, while the operator remains 

unaware of the avoidance behavior itself and feels that the 

robot is moving as if it were performing the intended actions. 

However, provided that the robot has autonomy, this is not 

possible in practice, because the feeling that the robot is 

moving on its own will always arise when the human operator 

command and robot action do not match. 

In this study, we attempt to solve this problem by using a 

method named the "Illusory Control" (derived from the term 

illusion of control [3] in psychology), which provides the 

illusion that the robot is being moved according to the human 

operator intention. To create the illusion, we use a 

cyber-physical system that includes virtual spaces that are 

copies of the real space and the robot moves in each space. In 

the virtual space, the robot autonomy is not considered and 

the human operator can control the robot according to their 

preference. Subsequently, the robot in the real space moves 

autonomously, as if it were chasing a human-operated robot 

in the virtual space. When moving in the real space, the robot 

is equipped with a function that automatically avoids obsta-

cles and stops when a collision is predicted, to ensure safety 

against obstacles and people. 

We verify that this approach can be used to ensure task 

efficiency and acceptance in robot teleoperation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. In a shared control system, the human operator intention and 

trajectory of a robot trying to avoid an obstacle may differ. 

 

II. RELATED WORKS 

Numerous studies have been conducted to support tele-

operation, and some success has been achieved in improving 

the efficiency of user operation. However, shared control 

systems have yielded mixed results compared to direct tele-

operation systems in terms of whether or not human operators 

prefer such a system [4]-[6]. In the study of Roy et al., it was 

asserted that users prefer manual control over a control 
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method with an assistive controller [6]. In response to these 

studies, Brooks et al. attempted to ensure human acceptance 

in the assistive controller by clarifying the intentions and 

trajectories of the assistive controller through augmented 

reality visualization [7]. Although this may increase the 

acceptance of the system, conflicts of intent between humans 

and agents can occur in that they share and manipulate a 

single control object. Therefore, cases may exist in which 

acceptance cannot be ensured. 

The control method whereby a human and a robot cooper-

ate with one another to control an object is generally referred 

to as “supervisory control” [8]．Within this context, the term 

"traded control" refers to the control of a single object by a 

human and a robot while exchanging control authority, 

whereas "shared control" refers to the control of a single 

object by a human and a robot while combining the control 

commands. Traded control includes directing robot behavior 

through trajectory sketching [9], delegating control to experts 

based on inference uncertainty [10], and supporting human 

intervention for disaster rescue [11]. Shared control encom-

passes the use of probabilistic approaches to estimate goals 

[12], human-in-the-loop reinforcement learning to obtain 

human-assisted policies [13], and brain signals to obtain 

control assistance [14]. Other methods vary widely, such as 

those that extend human capabilities without requiring goal 

estimation [15]. In both traded control and shared control, the 

agent and the human control the same object, so it is expected 

that the agent may delegate control authority to the human at 

unexpected times, or the robot may perform actions that differ 

from the intention of the human. Therefore, the problem of a 

mismatch between the human and the agent intentions is 

unavoidable. Although the system in this research is based on 

the latter concept of shared control, the proposed Illusory 

Control is a new method in which a human (virtual space) and 

an agent (real space) each control a different object. Humans 

can feel that they can control the robot according to their 

intention, which is expected to increase the acceptance of the 

system.  

Moreover, this research is related to the field of virtual re-

ality (VR)-based teleoperation. In recent years, an inexpen-

sive VR environment for human operator training purposes 

has been proposed [16]. Omarali et al. [17], Sebastian et al. 

[18], and Whitney et al. [19] used multiple cameras to sense 

the work environment and to transfer the point cloud infor-

mation to the VR environment, thereby enabling the remote 

control of a realistic robot while viewing virtual images in 

real time. These conventional works assumed that the system 

can accurately perceive the scene and reflect the user opera-

tion in its behavior. Therefore, safety concerns remain, such 

as erroneous operations owing to the inability of humans to 

perceive the environment accurately. In this research, the 

motions of the human and robot do not necessarily need to 

match. We attempt to ensure both human operability and 

safety by enabling the robot to act to compensate for the 

problems of the human in the virtual space, or allowing the 

human in the virtual space to act to compensate for the 

problems of the robot in the real space. 

 

III. ILLUSORY CONTROL 

As noted in Section I, the operators may feel stress when 

they perceive that the teleoperation robot is not moving ac-

cording to their commands. To address this issue, we devised 

two methods: (A) not allowing the operator to feel that the 

robot is not working as expected, and (B) changing the oper-

ator commands themselves without the operator noticing. 

First, we propose a function named the "Illusion of Inten-

tion" to prevent the operator from feeling that the robot is not 

moving as expected. Even if the robot automatically avoids 

obstacles and at times comes to a standstill, if the operator is 

not informed of this, they will think that the robot is moving 

smoothly and as expected. That is, the real robot automati-

cally avoids obstacles or stands still, but the operator is not 

shown the images of the environment in which the robot is 

located; thus, the operator may feel that the robot is moving 

according to their intention. 

Subsequently, we propose a function named the "Illusion 

of Time" as a means to change the operator command itself 

without the operator noticing. The problem of the Illusion of 

Intention is that, over time, a difference will exist between the 

positions of the human-operated robot and the robot that is 

actually moving. Therefore, to reduce the difference in posi-

tions, the operator commands need to be guided uncon-

sciously to fit the system needs over time. The solution to this 

problem is to hijack the operator thoughts by changing the 

operator commands and the environment that the operator 

perceives without the operator noticing. This can cause the 

operator to believe that they are controlling the robot by their 

own intention, even though they are actually issuing com-

mands that match the intentions of the system (robot). 

In this study, we implemented the Illusion of Intention and 

Illusion of Time based on the above concept. In the following, 

we describe each implementation in detail. 

A. Illusion of Intention 

For the proposed system, we constructed a real space and a 

virtual space, which was a 3D model of the real space. 

Moreover, we implemented a set of modules to control the 

robot in the virtual space and a set of modules to control the 

real space. The system was implemented using the robot 

operating system (ROS). The concept of the system and the 

system architecture are depicted in Fig. 2. 

First, the operator sends control commands to the robot in 

the virtual space to cause it to move. While the robot in the 

virtual space is being moved by the operator, the system 

estimates the current robot position sequentially. Thereafter, 

the estimated current position information of the robot in the 

virtual space is transmitted to a group of modules in the real 

space. 

Subsequently, the modules in the real space perform nav-

igation, using the current position information received from 

the virtual space as the goal. The navigation is implemented 

using the Navigation Stack in ROS. Given a goal position, the 

navigation stack conducts path planning based on Dijkstra's  



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. (A) In conventional systems, an operator and an autonomous agent control the same robot. In the Illusory Control system, the operator controls the 

robot in the virtual space and the autonomous robot moves in the real space. The robot moves while interacting with the virtual space and real space.  (B) 

System architecture of Illusory Control. Navigation is performed so that the real-world robot approaches the position of the virtual robot that is directly 

controlled by the operator. When the positions of the virtual robot and real-world robot diverge, the Illusion of Time function is activated. 

 

algorithm and autonomous movement is achieved while 

avoiding obstacles using the dynamic window approach. 

While the robot is navigating in the real space, the current 

robot position in the virtual space changes constantly owing 

to the continuous teleoperation of the virtual space by the 

operator. Therefore, based on the amount of robot movement 

in the virtual space, the new current position is transmitted to 

the modules in the real space once the robot has moved be-

yond a certain threshold from the previously estimated posi-

tion. When the modules in the real space are provided with 

the position information from the modules in the virtual space, 

they update the goal point and resume navigation with a new 

path plan.  

This architecture enables the operator to move autono-

mously in real space safely, while providing the illusion that 

the robot is operating according to their intention in virtual 

space. 

B. Illusion of Time 

In the teleoperation using the Illusion of Intention de-

scribed in (A), the problem of the difference between the 

positions of the robot in the virtual space and real space oc-

curs. One possible solution is to force the operator to stop. 

However, this may cause strong stress for the operator. An-

other solution is to guide the operator unconsciously so that 

this difference becomes smaller over time. The Illusion of 

Time function is activated based on the current distance of the 

robot in the virtual space and that in the real space. When the 

distance between the robots in the virtual space and real space 

exceeds a certain threshold, the Illusion of Time function is 

activated. In this study, we devised three methods for realiz-

ing the Illusion of Time function and conducted comparison 

experiments. The methods are described in detail as follows: 

1) Deceleration: This is a method of gradually slowing down 

the robot movement in the virtual space according to the 

distance between the robot in the virtual space and the robot 

in the real space. Decelerating the movement speed of the 

robot in the virtual space has the effect of waiting for the 

robot in the real space to approach the robot in the virtual 

space.  

2) Blur: In this method, as the distance between the robot in 

the virtual space and that in the real space increases, it be-

comes substantially more difficult for the operator to perceive 

the environment in the virtual space. The operator perceives 

the virtual environment through the operation user interface 

(UI) and controls it remotely. When blurring the image of the 

virtual space and making it difficult for the operator to per-

ceive the space, it becomes difficult for the operator to nav-

igate between obstacles and to perceive the goal ahead. As a 

result, the operator can expect the effect of decelerating the 

teleoperation of the robot in the virtual space by their own 

will, and thus, adjust the time until the distance between the 

virtual space and real space is reduced. 

3) Obstacle: This method presents an obstacle in front of the 

robot that is controlled by the operator in the virtual space 

when the distance between the robot in the virtual space and 

that in the real space exceeds a certain threshold. When an 

obstacle is created in front of the operator, the operator must 

take steps to avoid the obstacle with their own intention. 

While taking the steps to avoid this obstacle, the effect is 

waiting for the robot in the real space to approach the position 

of the robot in the virtual space.  

To verify the functional concept of Illusory Control, we 

constructed both the real space and virtual space on Gazebo to 

implement a prototype. Figure 3 presents the activation of 

each function of the Illusory Control described above. 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Illusion of Intention: In (1) to (3), the robot in the real space moves to follow the robot operated in the virtual space. The operator perceives the 

environment of the virtual space through the operation UI. Illusion of Time: (1) By decelerating the speed, the time required for the real-world robot to catch up 

with the virtual space can be controlled. (2) The operator operation UI gradually becomes blurred, making it difficult to perceive the environment of the virtual 

space.  (3) An obstacle is appeared in front of the robot in the virtual space. 

 

IV. PRELIMINARY EXPERIMENTS 

We verified the usefulness of the proposed method through 

a user study in which we compared it with conventional tel-

eoperation methods. We aim to answer the following three 

questions: 

• Can Illusory Control improve task efficiency as well 
as shared control? 

• Can Illusory Control improve system acceptance 
better than conventional methods? 

• Which of the three methods using the Illusion of Time 
is more acceptable? 

A total of nine participants were used as subjects (six men 

and three women). Moreover, we divided the subjects into 

two groups: those who understood the function of Illusory 

Control (five subjects) and those who did not (four subjects). 

This was to verify whether the operation time and impression 

of the system differed depending on the level of understand-

ing. The tasks to be performed and questionnaire items were 

the same in both groups. The difference was whether or not 

the function of Illusory Control was explained to the subject 

beforehand. In this experiment, the subjects were asked to 

control a mobile robot remotely and to perform a task ac-

cording to five control methods. 

The five methods were direct teleoperation, shared control, 

Illusory Control (deceleration), Illusory Control (blur), and 

Illusory Control (obstacle).  

Conventional methods are based on direct teleoperation 

and shared control. In direct teleoperation, the robot moves 

according to the directional input from the operator. In shared 

control, the directional keys of the operator and the local cost 

map are used as the input, and the local planner of the ROS is 

used to calculate a path to avoid obstacles and turn the robot 

in a direction that is free from obstacles. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Experimental environment. 

A. Experiment Setup 

The subjects were asked to operate the robot with a 

PlayStation controller while viewing the operation UI. The 

robot started from the start point indicated in Fig. 4 and aimed 

at the goal point while avoiding obstacles. The task was 

performed once per method. To eliminate order effects, the 

order in which the five methods were performed was ran-

domized for each subject. Furthermore, the subjects could 

become accustomed to the course as they attempted the five 

methods. For this reason, we randomly applied two different 

courses with varying obstacle locations. Moreover, we con-

sidered it to be a problem that the robot behavior would 

change for obstacles that the operator could not perceive 

without knowing the reason for the change. Therefore, we 

placed one obstacle that the subject could not see and required 

them to avoid it. The proposed method, Illusory Control, is 

based on the assumption that the operator controls the virtual 

space. Therefore, it is possible to pass through obstacles 

during the operation of Illusory Control.    



  

 
Figure 5. (A) The proposed method resulted in a shorter operation time compared to the conventional method. (B) A significant difference was observed only 

when the deceleration method was compared with direct teleoperation. (C) The proposed method improved the acceptance compared to the conventional 

method. (D) There was no difference in the attention to obstacles between the conventional and proposed methods. (E) and (F) There was no difference between 

the three Illusion of Time methods. 

 

An overview of the functions was provided prior to starting 

the experiment. We did not explain the Illusion of Time 

function, such as the presentation of obstacles along the way 

or the difficulty of perception, to the group that did not un-

derstand Illusory Control. To evaluate the pure impression of 

the Illusion of Time function when it was activated, the sub-

jects were asked to operate it with no prerequisite knowledge. 

B. Measure 

Both objective and subjective metrics were used to evalu-

ate the usefulness of the proposed method.  

We used the operation time from the start to the goal as an 

objective measure to evaluate the improvement in the opera-

tion efficiency.  In Illusory Control, there is a virtual space in 

which operators operate and a real space in which robots 

move autonomously, but in this experiment, we focused only 

on the operation time in the virtual space. 

As a subjective evaluation, we asked the subjects to answer 

a questionnaire after using each method. This enabled us to 

evaluate the impressions of the system. First, the System 

Usability Scale (SUS) [20] was used to evaluate the system 

usability. Thereafter, the subject impressions of the system 

were evaluated using four questionnaire items with a 

five-point Likert scale. Among the four items, the two items 

in Table I were common to all five methods and were used to 

evaluate the acceptance of the methods. The other two ques-

tionnaire items in Table II were used to test the acceptance of 

the three Illusion of Time methods. 

TABLE I.  QUESTIONS FOR ACCEPTANCE OF THE SYSTEM 

No Question 

Q1 I felt that the robot was working according to my will. 

Q2 
I took great care not to let the robot collide with any ob-

stacles. 

TABLE II.  QUESTIONS FOR ACCEPTANCE OF ILLUSION OF TIME 

No Question 

Q3 
Before and after the change by Illusion of Time, I felt that I 

was able to move the robot according to my will. 

Q4 
After the change by Illusion of Time, I felt inconvenient to 

operate the robot. 

V. ANALYSIS AND RESULTS 

The experiment was completed by all subjects, who were 

able to reach the goal point from the starting point for all 

methods. The scores of the experimental results are depicted 

in Fig. 5. Although we grouped the subjects according to 

whether or not they understood the function of the Illusory 

Control, no significant difference was exhibited. Therefore, 

the graph in Fig. 5 summarizes the results for all subjects. 

The number of subjects in the preliminary experiments was 

small. As a result, some of the measurement results were not 

normalized or equivariant. Therefore, one-way analysis of 

variance was conducted for those with normality and equality 

of variance, and multiple comparisons were drawn using the 

Dunnett test as a post hoc test, considering the conventional 

method as the control group and the three proposed methods 

as the experimental group. The Kruskal–Wallis test was used 

for items without normality or equal variance. For items that 

were compared to the baseline, the Steel test was used as a 

post hoc test, and for those that were not, the Steel–Dwass test 

was used to determine whether there was a significant dif-

ference. 

The operation time results demonstrate that the proposed 

method was more effective than direct teleoperation in the 

scenario with obstacles that the operator could not observe 

from the camera. In the direct teleoperation process, the 

subjects searched for obstacles and attempted to avoid them 

by trial and error. Furthermore, the proposed method allowed 



  

the subject to move through obstacles even when obstacles 

existed. Therefore, they did not need to be distracted by the 

obstacles and the operation time differed.  

In terms of usability, a significant difference was observed 

only when direct teleoperation and Illusory Control (decel-

eration) were compared.  This may be owing to the fact that 

the subjects were less confused than in the other Illusion of 

Time methods, because no change occurred in the appearance 

of the environment. This phenomenon can also be attributed 

to the fact that certain subjects did not decelerate as much as 

others. In Illusory Control (obstacle) and Illusory Control 

(blur), the subjects could not understand the reason for the 

appearance of the obstacles or blurred vision, which suggests 

that there was no difference from the conventional method. 

For Q1, there was a clear difference between the conven-

tional and proposed methods. The reason for this is that in the 

conventional method, the subject could not operate the robot 

as desired, because the robot stopped moving when it bumped 

into an obstacle without understanding the reason or changed 

its movement direction when it detected an obstacle. 

For Q2, there was no difference from the conventional 

method. In this experiment, we used a simulator for both the 

virtual space and real space. Therefore, the subject operated 

the robot in the virtual space for all of the methods. It is de-

sirable to design experiments so that the subject operates the 

conventional methods in the real space. If a difference exists 

between the operation in the virtual space with the Illusory 

Control system and that in the real space with the conven-

tional method, the degree to which the subject is concerned 

about obstacles is expected to differ. 

For Q3 and Q4, no difference was observed among the 

three methods. In all three methods, the subjects noticed the 

change in the environment caused by the Illusion of Time; 

thus, they were surprised by the sudden change and found it 

difficult or inconvenient to move the robot as they intended. 

Therefore, by applying a method of environmental change 

that the subject does not notice, it is expected that differences 

will appear in the results. Further improvement of the method 

in addition to the three Illusion of Time functions described in 

this paper will be necessary in the future. 

VI. CONCLUSION 

To improve the efficiency of mobile tasks and user ac-

ceptance of teleoperated robots, we have proposed a new 

control method named the Illusory Control, and conducted 

experiments on subjects using the system. According to the 

experimental results, a significant difference in the operation 

time compared to that of direct teleoperation was observed in 

the scenario with obstacles that the user could not see from 

the camera. Furthermore, there was a significant difference 

between the conventional and proposed methods in terms of 

whether the user could operate the system as desired. In 

summary, we have demonstrated that Illusory Control offers 

the potential to increase the efficiency of user operation as 

much as the shared control and to improve the acceptance of 

the system more than direct teleoperation and shared control. 

However, no significant difference was observed in the im-

pression of the Illusion of Time function.  

In this study, we have constructed a simulator environment 

that assumes a real space to verify the robot operation. In 

future work, we plan to operate the actual robot in real space 

and to include a large number of subjects to verify the oper-

ation. Furthermore, in this experiment, we used a special 

scenario in which we placed obstacles that were difficult for 

the subjects to perceive. In future studies, we will conduct 

experiments on scenarios with perceivable obstacles and 

scenarios in which obstacles are placed chaotically. 
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