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Abstract— This paper presents a new immersive VR interface
bridging cyber and physical worlds for Cyber Physical System
(CPS). Informationaly structured environment (ISE) has been
proposed in service robotics so far. In ISE, environmental
information such as positions of objects, furniture, humans,
and robots is gathered by embedded sensor networks and
stored in a database structurally. A service robot is able to
utilize these information anytime and anywhere by connecting
to the network. In this paper, we introduce the ISE architecture
named ROS-TMS and a new cyber-physical interface for ROS-
TMS. The proposed system consists of an immersive wearable
display, a stereo camera, an optical tracking system, and an
environmental simulator, and is able to present forecasted
images with high reality based on the structured information
in ISE.

Index Terms— Cyber Physical System, Service robot, Immer-
sive display, Environmental simulator

I. INTRODUCTION

CPS (Cyber Physical System) is a system to develop an
efficient and affluent society by solving various issues in
real world utilizing a great amount of computer resources in
cyber world. After the NSF has identified the CPS as a key
research area in 2006, this concept has been attracting much
attention and a number researches have been presented so
far. In recent years, the concept of IoT (Internet of Things),
which connects all the objects and machines through the
internet and controls them efficiently, has been becoming
very popular. Besides, the CPS is to forecast an ideal world
based on a wealth of sensory information obtained through
IoT and huge computer power in cyber world, and plan and
execute optimum strategies for realizing the ideal physical
world.

On the other hand, the concept of an informationally
structured environment (ISE) or an intelligent space (IS)
has been proposed so far in the robotics research field. In
this concept, rich information about a daily life environment
where a service robot performs a variety of service tasks
to humans is acquired using embedded sensors and sensory
networks, and stored in a database structurally. All the
required information to perform proper service tasks by a
service robot, such as position of objects, furniture, human,
or robots, are provided on-demand from a database anytime
and anywhere by connecting to the network.
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A number of studies for the ISE has been presented so far,
including the “Smart room” (Media Lab at MIT), “Intelligent
room” (AI Lab at MIT), “Robotic room” (The university of
Tokyo), “Intelligent space” (The university of Tokyo), etc.
and various new researches have been reported to this day
actively [1–9]. The concept of the ISE is very closely related
to the CPS mentioned above in terms of the purposes and
means.

We also have been proposing a framework for the ISE
named Town Management System (TMS) so far [10]. In this
system, a variety of information regarding objects, furniture,
humans, and robots which is acquired by distributed cameras,
laser range finders, and RFID tag readers is stored to a
database and provided according to the request from a service
robot. We have been developing API libraries of the TMS
and releasing them.

In 2012, we started to develop a new version of TMS
named ROS-TMS, which adopts Robot Operating System
(ROS) [11] as a middleware. Owing to the ROS, we can
integrate a variety of sensors and robots adaptively to a
variety of environments. We have been developing more than
95 modules for the ROS-TMS so far such as sensing system
or motion planning for a service robot [12].

In this paper, we propose a new ISE platform for an indoor
environment based on the ROS-TMS technology. This plat-
form consists of several humanoids-type and wheeled-type
service robots, a wheeled chair robot, a robot refrigerator,
furniture such as desk, chair, bed, bookshelf, cabinet, etc.,
and various embedded sensors. The position and translation
of objects, furniture, humans, and robots are detected and
tracked by laser range finders, an optical tracker, RGB-
D cameras, RFID readers in intelligent cabinets and robot
refrigerators, etc. and stored to the database in ROS-TMS.

In addition, we also propose a new immersive VR interface
for the developed ISE platform which bridges cyber world
and physical world intuitively. The events which will occur
in real world are predicted and simulated though a computer
simulation according to the sensory information acquired by
distributed sensory networks. The simulation results are dis-
played immersively by a wearable VR interface. Therefore,
the person wearing this system has an experience for the
simulated events in cyber world with a high realistic manner
before it will happen actually in real world. In other words,
this system is a potent interface of the CPS which bridges
cyber and physical worlds.

The remainders of the paper are organized as follows. In
Section 2, some related works for an immersive VR interface
in the robotics field will be introduced. In Section 3, we
will introduce a ROS-TMS and ISE platform for an indoor
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environment. A new immersive VR interface for the ISE will
be proposed in Section 4.

II. RELATED WORK

An immersive VR interface has been mainly utilized in
the research on tele-robotics. Several applications using an
immersive VR interface have been presented, for instance,
an intuitive operation of a surgical robot such as da Vinci
Surgical System (Intuitive Surgical, Inc.) [13], surgical sim-
ulator [14], motion control of a space robot [15] and a rescue
robot [16].

An immersive VR interface can be categorized into two
groups. Surround screen projection system such as CAVE
[17] utilizes multiple screens and projectors, and display
whole directional images to walls, a floor, and a roof in-
dependently of a user’s line of sight. On the other hand, a
wearable device such as Google Glass or Epson Moverio
overlays a VR image onto a real image directly using
transparent glasses, and have been attracting much attentions
since they have a high affinity for AR (Argumented reality),
MR (Mixed Reality), or First Person Vision. In recent years,
new wearable devices such as Oculus Rift have been pro-
duced as a wearable immersive VR interface. These devices
consist of a small display and an IMU (Inertial Measurement
Unit), and synthesize a virtual image corresponding to the
head direction. Thus, these wearable devices are simple and
low-cost comparing to the system with large screens and
projectors, and thus very popular in recent years.

Immersive Virtual Robotics Environment (IVRE) [18] at
Johns Hopkins University utilizes Oculus Rift and ROS, and
demonstrates a collaborative task with a robot and a human
in a virtual world. However this system is mainly for a safe
path/motion planning through virtual single human-robot
interaction, and human-environment interaction including
multiple objects, robots, and humans proposed in this paper
has not been considered.

III. INFORMATIONALLY STRUCTURED ENVIRONMENT

PLATFORM

A. ROS-TMS

We have been developing an informationally structured
environment architecture named ROS-TMS [12]. The ROS-
TMS is a mechanism which connects various sensors dis-
tributed in an environment such as laser range finders,
cameras, RFID tag readers, or proximity sensors, various
robots, and a database based on Robot Operating System
(ROS) [11]. The ROS-TMS is able to acquire, store, and
analyze environmental information, and plan and control
robot motion adaptively. ROS is an open source middleware
which absorbs differences of various sensors and robots,
and provides uniform interface to users. In ROS-TMS, each
controller of a robot and a sensor is implemented as a
node (a process for a particular task) in ROS and thus the
communication between nodes and addition and removal of
a new node are quite simple and easy. Figures 1 and 2 show
a concept of ROS-TMS and its architecture.
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Fig. 1. Concept of ROS-TMS. ROS-TMS connects various sensors, robots,
and a database based on Robot Operating System (ROS) in order to provide
proper service tasks for users.
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Fig. 2. ROS-TMS architecture. ROS-TMS consists of more than 95
modules including sensor processing, robot planning, user interface, and
a database. See the wiki page for more information [12].

We have developed a number of nodes for ROS-TMS and
released them [12]. These nodes can be categorized into the
following modules.

TMS DB Environmental databases using MySQL
TMS UR User interfaces using wearable devices or mo-

bile devices
TMS TS Task schedulers based on ROS SMACH
TMS SA State analyzer
TMS SS Sensor fusion module
TMS RP Motion planning module for service robots
TMS SD Sensor drivers
TMS RC Robot controllers

B. Indoor ISE platform for daily life environment

Figure 3 shows the developed indoor ISE platform simulat-
ing a daily life environment and the environmental simulator
(Choreonoid [19]). Choreonoid is an integrated robotics
GUI environment with a dynamics engine, which allows
users to add their own functions as plugins on the basis
of various basic robotics functions. We utilize Choreonoid
and its motion planner plugin named GraspPlugin [20] to
simulate the indoor ISE platform. Using the GraspPlugin,
various robot motions can be designed with a simple manner
considering their physical properties and mutual interference.
Collision detection function is also provided by GraspPlugin.

The indoor ISE platform consists of several service robots
(SmartPAL IV and V (Yaskawa Electric), KXP (Katana,
Pioneer 3 AT), Kobuki (Yujin Robotics), a wheeled chair
robot, and a robot refrigerator), furniture (desk, chair, bed,
bookshelf, cabinet, etc.), and embedded sensors. The position
and translation of objects, furniture, humans, and robots
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are detected and tracked by laser range finders (UTM-
30LX-EW, Hokuyo Automatic), an optical tracker (Bonita,
Vicon), RGB-D cameras (Kinect, Xtion), RFID readers in
intelligent cabinets and robot refrigerators, etc. and stored to
the database, TMS DB.

Based on the environmental data stored in TMS DB, the
physical simulation can be conducted using Choreonoid in
the virtual environment which reflects the real situation in
the indoor ISE platform exactly. Therefore, the developed
indoor ISE platform and the Choreonoid simulator can be
considered as a physical and cyber systems in the CPS,
respectively.

Intelligent cabinetSmartPal IV

SmartPal V

robot refrigeratorTracker (Vicon)

Laser range finder

Wheeled chair robotKXP robot

(a) Informationally structured room

(b) Simulated room (Choreonoid)

Fig. 3. Information structured room (physical system) in an real environ-
ment and simulated room (cyber system) in Choreonoid simulator.

Figures 4, 5, and 6 show the examples of the object de-
tection function in TMS SS. Objects placed in the intelligent
cabinet or on a table are detected as follows [21]. In the
intelligent cabinet, a RFID tag reader is installed under the
base plate and the object is identified by reading a RFIDtag
attached on the bottom of the object. The position of the
object is measured by four load cells which support the base
plate as shown in Fig. 4,. The name and the position of the
detected object are registered in the TMS DB and displayed
in Choreonoid (Fig.5) in real time. On the other hand, the
object placed on the table is scanned by the Xtion mounted
on a humanoid robot (SmartPal V, Fig.7) and labeled by the
database using CSHOT [22].

When a user request is detected by TMS UR, Choreonoid
refers TMS DB and simulates a safety motion by a service
robot which will not collide with the environment using the
GraspPlugin. Robot motions designed above are transmitted
to the motion control nodes in TMS RP and TMS TS, and
service tasks such as a fetch and carry task by a service
robot and a robot refrigerator, or a transportation task using
a wheeled chair robot are executed. Figure 8 shows the fetch

loadcell

RFID antenna

Fig. 4. Object detection using Intelligent Cabinet [21]. The names and the
positions of objects are detected by a RFID tag reader and load cells.

Fig. 5. Detected objects in the Intelligent Cabinet. Real and cyber worlds
are synchronized in real time.

and carry task controlled and processed by the task scheduler
”SMACH” [23] in TMS TS.

IV. IMMERSIVE VR INTERFACE BRIDGING CYBER AND

PHYSICAL WORLDS FOR CPS

A. System configuration

This section introduces an immersive VR interface bridg-
ing cyber and physical worlds to realize the concept of CPS.
This system consists of an immersive VR display (Oculus
Rift DK2, Oculus VR, Fig. 9), a stereo camera (Ovrvision,
Wizapply, Fig. 9), an optical tracking system (Bonita, Vicon,
Fig. 10), and an environmental simulator (Choreonoid, Fig.
11).

The immersive VR display (Oculus Rift DK2) is a wear-
able display which enables a binocular stereo by displaying
left and right images individually. A three-axis attitude sensor

CSHOT in database

Color and range images by Xtion

Detected objects

Fig. 6. Object detection on a table using a RGB-D sensor (Xtion) and
CSHOT descripter.
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Xtion

Velodyne 
HDL-32e

Fig. 7. Xtion mounted on the humanoid robot (SmartPal V). A laser
scanner (Velodyne HDL-32E) is also attached.

is also installed in it. The head orientation measured by the
three-axis attitude sensor is sent to the PC. On the other
hand, the position of the immersive VR display in the room
is tracked by optical markers and the optical tracking system
(Bonita) with the accuracy of less than few millimeters
(Fig.9). Based on the position and orientation information of
the immersive VR display, the VR images of the room from
the same view point are synthesized and displayed on the
immersive VR display. Figure 12 shows the graphic pipeline
using Oculus Rift DK2, Bonita Vicon, and Choreonoid.

The scene is firstly modelled using environmental informa-
tion stored in the TMS DB, then the OpenGL-based graphics
engine in Choreonoid synthesizes distorted stereo images
by calling a distortion function in libOVR (LibOVR 0.4.4,
Oculus VR). Finally, stereo images are displayed on the left
and right displays in the Oculus Rift individually.

The stereo camera (Ovrvision) is mounted on the front
chassis of the Oculus Rift and captures images from the same
viewpoints of the person wearing the Oculus Rift. Captured
stereo images are displayed on the left and right images
of the Oculus Rift individually, and thus we can see the
surrounding real images without detaching the Oculus Rift.

Figure 14 shows some synthesized stereo VR images for
Oculus Rift and real images captured by the stereo camera
when the person wearing the system walks through the room
as shown in Fig. 13. In these examples, there is no serious
time-delay and both images are almost synchronized.

We can see that proper VR images which are quite similar
to real images are created and displayed at any position
in the room according to the change of head position and
orientation even if the person wearing this system walks
anywhere in the room.

B. Time shift effect

The most important characteristic of the proposed system
is the so-called time-shift effect. We can show the highly
realistic VR images forecasted by the Choreonoid simulator.
The simulation is executed based on the current real status
of objects, furniture, humans, and robots sensed and stored
by the ROS-TMS.

Fig. 8. Fetch and carry task by service robot. Robot motions are planed
and executed by ROS-TMS. Left column shows the current state in a whole
procedure executed by SMACH state machine. Dotted lines indicate the
designed trajectory of the service robot.

Figure 15 shows the examples of the time shift effect by
the proposed system. The left column of Figure 15 shows VR
images from the eye position of the person who ordered a
fetch and carry task to the service robot. The robot performs
the service task as shown in Fig. 8. The designed trajectory
of the service robot can be seen as dotted lines depicted
on a floor in Fig. 15. Moving objects can be reflected on
the simulator in real time if these objects are detected by
embedded sensors such as LRFs and cameras. Note that these
images are synthesized before the service task is actually
executed by the service robot. With this system, we can see
the forecasted synthesized images beforehand and confirm
whether the planned service action is safe and proper or not.
with our own eyes. If these actions are not appropriate, we
can stop and rearrange the service action to be safe. Real
images taken by the stereo camera when the service robot
executes the planned service task actually are shown in the
right column of Fig. 15.

V. CONCLUSION

This paper introduced the informationally structured en-
vironment architecture named ROS-TMS and the indoor
platform for Cyber Physical System, CPS. Then we proposed
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Optical marker

Immersive display

Stereo camera

Gyro sensor

Fig. 9. Immersive VR display device consisting of Oculus Rift DK2
(immersive stereo display), Ovrvision (stereo camera), and Vicon Bonita
(optical position tracker)

Fig. 10. Optical position tracking system (Bonita, Vicon)

the new immersive VR interface using Oculus Rift, Bonita
Vicon, and Choreonoid simulator which bridge cyber and
physical worlds to realize the concept of CPS. As a typical
example of the CPS, we demonstrated the time shift effect
by the proposed system. The proposed system is one of the
examples of the CPS implementation, which forecasts an
ideal world, designs the optimum strategy, and presents the
predicted results with high reality using the immersive VR
display.

The current system is, however, not practical for natural
human-system interactions due to its size. The proposed
system can be applied with smart glasses such as Moverio
(Epson) or Google glass by overlaying simulated images on
real scene.

This research is supported in part by a Grant-in-Aid for
Scientific Research (A) (26249029) and the Japan Science
and Technology Agency (JST) through its ”Center of Inno-
vation Science and Technology based Radical Innovation and

Fig. 11. Synthesized VR stereo images by Choreonoid

Position Orientation

Choreonoid

Renderer (OpenGL) libOVR 0.4.4

ModelingTMS_DB

VR DisplayVR Display

Bonita, Vicon Oculus Rift DK2

Fig. 12. Graphic pipeline of the proposed immersive VR interface. The
position of the VR display is tracked by an optical tracker (Bonita, Vicon)
and the pose is sensed by a three-axis attitude sensor in Oculus Rift DK2.
The VR stereo images of the real world from the current position of the
user are synthesized and displayed on the immersive VR display in real
time.
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Fig. 13. Walk-through path in a room
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