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Abstract— We present a novel method for the outdoor scene
categorization using 2D convolutional neural networks (CNNs)
which take panoramic depth images obtained by a 3D laser
scanner as input. We evaluate our approach in two outdoor
scene datasets including six categories: coast, forest, indoor
parking, outdoor parking, residential area, and urban area.
Our results on both datasets (over 94%) outperform previous
approaches and show the effectiveness of this approach for
outdoor scene categorization using depth images. To analyze
our trained networks we visualize the learned features by using
two visualization methods.

I. INTRODUCTION

Understanding the surrounding environment is an im-
portant capability for autonomous robots and vehicles that
allows them to identify the type of their location and make
better decisions accordingly. Environment understanding is a
challenging task that requires high level interpretation of the
sensor data and generalization capabilities to reason about a
variety of environments including unseen previous ones.

In this paper we address the problem of place catego-
rization in which a robot should determine the type of the
place where it is located. Information about the place greatly
improves communication between robots and humans [1],
[2]. It also allows autonomous robots to make context-based
decisions to complete high-level tasks [3]–[7]. Moreover,
information about the type of the place can be used to
build semantic maps of environments [8], [9], and high level
conceptual representations of a space [10], [11]. Finally,
an autonomous vehicle able to determine the type of its
location can make better context-based decisions [12]. As an
example, a vehicle can lower the speed when driving through
a residential area.

This paper focuses on semantic categorization of places in
outdoor scenarios using depth panoramic images obtained by
3D laser sensors. Fig 1 shows an example of depth panoramic
images in Sparse MPO dataset [13]. Depth images are more
robust to changes in illumination, which is a big advantage
when navigating in outdoor environments. The main novelty
of this paper is the use of deep learning to learn the different
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Fig. 1. Samples from the Sparse MPO dataset [13]. Top: Panoramic color
image of the urban scene. Middle: Corresponding panoramic depth image
directly obtained by LiDAR scanning. Bottom: 3D point cloud converted
from the image. Panoramic depth image represents the surrounding geomet-
rical information compactly.

outdoor categories. In particular we use a Convolutional
Neural Network (CNN) to classify the panoramic depth
images. In addition, we compare our categorization results
using CNNs with previous approaches [13] obtaining always
better performances.

II. RELATED WORK

Outdoor place recognition has been studied in computer
vision and robotics, and it is now highly motivated because
of its application to outdoor autonomous robots and vehicles.

Color images have been used for the recognition tasks at
the instance and category level. As an example of instance-
level recognition Torii et al. [14] densely extracts SIFT [15]
features from the query image and retrieves the most similar
image from a view-synthesized database. Conversely, our aim
is the category-level recognition, that targets unknown places
and predicts their semantic categories. In this sense, Lazebnik
et al. [16] proposed a spatial pyramid image representation
extending the bag-of-features approach [17] and applied it
to 15-scene categories. In addition, Xiao et al. [18] applied
several local and global feature techniques for image classifi-
cation in the SUN dataset. Moreover, a histogram of oriented
uniform patterns of images is applied for place recognition
and categorization in outdoor environments in [19].



Alternatively, depth information has been used to catego-
rize places. The work in [8] extracts geometrical features
from 2D laser scanners to categorize indoor environments.
The approach in [20] transforms the laser depth readings
into images that are classified using CNNs. Also, 3D depth
information is processed to categorize indoor places using
RGB-D sensors [21], [22] and 3D laser scans [23].

In addition, different sensor modalities have been com-
bined for the categorization of places. In [24] a support
vector machine is used to combined classifications from
camera images and 2D laser readings, and in [23] depth
information is combined with reflectance data to extend the
feature vector.

A common problem in the image-based techniques is how
to select efficient visual features. Recently, convolutional
neural networks have gained a great deal of attention as a
powerful method to automatically extract the image features
in visual recognition tasks such as object recognition [25],
object detection [26], and semantic segmentation [27].

For color-based place recognition, Arandjelović et al. [28]
proposed a CNN architecture to recognize instances of places
by treating the problem as an image retrieval task. Gomez-
Ojeda et al. [29] trained a CNN based on triplet loss
calculated from three instances, for the purpose of recog-
nizing revisited places under significant appearance changes.
Sünderhauf et al. [30] investigated the performance of CNNs
as an image descriptor and its robustness to appearance and
viewpoint changes. At the category-level recognition, Zhou
et al. [31] used a CNN for scene recognition in the Places
205 dataset. Finally, Urs̆ic̆ et al. [32] proposed a part-based
model of household space categories based on CNNs.

While there have been several methods using range images
to recognize object categories [33], [34], estimate object
shapes [35], or detect vehicles for autonomous driving [36],
not many works have focused on range images to solve
the place recognition task using CNNs. Sizikova et al. [37]
used generated synthetic 3D data to train a CNN for indoor
place recognition, however, they presented this task as an
image matching problem at the instance level. As for works
closely related to us, Goeddel et al. [20] proposed a place
categorization technique using a CNN to classify household
places such as a room, a corridor, or a doorway. Song et
al. [38] proposed the SUN RGB-D indoor scene database
and performed scene categorization by concatenating color-
based and depth-based CNN features. Still, these works are
limited to indoor applications.

In this paper, we aim to predict generic categories in
outdoor environments by integrating panoramic depth im-
ages and CNNs. Depth images are more robust to changes
in illumination, which is a big advantage for autonomous
vehicles navigating outdoors.

III. PANORAMIC DEPTH IMAGE CATEGORIZATION USING
CONVOLUTIONAL NEURAL NETWORKS

This section describes CNNs used in this work to automat-
ically learn feature representations from panoramic depth im-
ages. Panoramic depth images are represented by grayscale

TABLE I
NETWORK ARCHITECTURE

Layer type Details

Convolution 3× 3 kernel with stride 1, 32 filters, ReLU
Max Pooling 2× 2 kernel with stride 2
Convolution 3× 3 kernel with stride 1, 32 filters, ReLU
Max Pooling 2× 2 kernel with stride 2
Fully-connected 128 units, 50% Dropout, ReLU
Fully-connected 6 units
Softmax

values which are proportional to the distance measure. Our
CNN is implemented with the deep learning framework
PyTorch [39], and the learning processes are performed on
the NVIDIA Geforce GTX Titan X.

A. Preprocessing

The panoramic depth images given to our networks are
converted from point clouds measured by 3D LiDAR scans.
Each point on the scan is mapped into a 2D plane by
cylindrical projection around the vertical axis. The obtained
2D map is scaled by the max limit value of the LiDAR and
fed into the network.

B. Network Architecture

Table I shows the architecture of the CNN used in this
work. Our network consists of two convolutional layers and
two fully connected layers and it is empirically designed. As
an activation function of the convolutional layers, we employ
rectified linear units (ReLUs), which only pass element-wise
positive values. Then max-pooling with a 2 × 2 window is
applied to the outputted feature map without overlapping,
achieving translation invariance. The first fully connected
layer is also activated by the ReLU function and followed
by the second layer. The final output is fed to a softmax
function to infer class probabilities.

C. Data Augmentation

In general, millions of images are required for training
deep networks. However, we can improve the generalization
capabilities by artificially augmenting the training data. In
our case, we extend the training data by applying two types
of random transformations to the original image set. First,
the input image is horizontally flipped. Second, we perform a
random circular shift on the image in the horizontal direction;
this is equivalent to rotating panoramic images in the yawing
direction. The number of shifted pixels is randomly selected
from zero to the image width.

D. Training

The weights of the network are trained by backpropa-
gation algorithm using stochastic gradient descent. In each
propagation, a mini-batch of images is fed into the network,
which estimates a categorical distribution of each image. In
order to solve the N -class classification problem, the network
is trained by minimizing a cross entropy cost between the
outputted probabilities and their ground-truths, which is
defined as follows:



Fig. 2. Panoramic depth images of coast scenes from the Sparse MPO (top)
and Dense MPO (bottom) [13]. They have different resolution vertically and
horizontally

L(d,p) = − 1

M

M∑
m=1

dT
m log pm (1)

where M is the size of the mini-batch, pm is the N -
dimensional softmax output of the m-th image, and dm ∈
{0, 1} is the corresponding ground-truth distribution. Finally,
the gradients of the cost are calculated w.r.t. the weights on
each layer by backpropagation and the weight updating is
performed. We empirically set the training mini-batch size
to 64.

IV. EXPERIMENTS

A. Datasets

We conduct experiments on two types of outdoor scene
datasets Sparse MPO and Dense MPO presented in our
previous work [13]. The datasets are composed of 3D point
clouds measured by two different 3D laser scanners. In this
work we convert the point clouds to 2D panoramic depth
images and feed to the CNNs. The data were acquired in the
city of Fukuoka (Japan) while driving and locating a car in 6
different types of areas: coast, forest, residential area, urban
area, indoor parking, and outdoor parking. The datasets are
publicly available [40], [41]. Example panoramic images of
coast scene are shown in Fig. 2. The number of scans in
each category is shown in Table II.

The Sparse MPO dataset contains 34,200 point clouds with
resolution 2166 × 32, obtained using a Velodyne HDL-32E
LiDAR on top of a vehicle. Each category in this dataset
contains 10 different sets of scans, each corresponding to a
different trajectory in the same place category.

The Dense MPO dataset contains 650 point clouds with
high resolution 5140 × 1757, obtained using a FARO Fo-
cus3D laser scanner installed on top of a vehicle. Each
category contains 7 different sets of scans. Each set contains
scans obtained at a different place inside the same place
category.

B. Experiment Settings

To speed-up the training process we reduced the size of the
original panoramic images by downsampling using bilinear
interpolation. Panoramic depth images were downsampled
to 384 × 32 in the sparse dataset, and to 576 × 192 in the

TABLE II
DISTRIBUTION OF DEPTH PANORAMIC IMAGES BY CATEGORY IN THE

SPARSE-MPO DATASET AND THE DENSE-MPO DATASET

Category Number of scans

Sparse MPO Dense MPO

Coast 4,298 103
Forest 6,479 116
Indoor parking 4,780 105
Outdoor parking 5,445 108
Residential area 7,464 106
Urban area 5,734 112

Total 34,200 650

dense dataset. Our validation uses a k-fold cross-validation
approach in which we use one set in each category for testing
and the rest for training, and repeat this process k times with
different disjoint training and tests sets. In a training phase,
we extract a validation set from training sets to monitor
overfitting. The numbers of folds k are 10 for the Sparse
and 7 for the Dense MPO datasets, according to the scanning
groups of the datasets.

We use the Adam [42] algorithm as a weight updating
method to adjust the learning rate automatically. We set the
hyperparameters β1 and β2 of the Adam to 0.9 and 0.999
respectively as recommended in [42]. As for the step size
α, we fix at 1 × 10�4 for the both datasets. Furthermore,
we perform L2-regularization on the network by weight
decay [43] to mitigate the over-fitting risk. Weight decay is
applied by adding L2-norm of the weights to the cost defined
in Eq. (1). The coefficient of the regularization term is fixed
at 5× 10�4. Dropout regularization of 50% is added to the
output of the first fully-connected layer; this regularization
allows us to explore generalized weights while avoiding over-
fitting. When the validation loss does not improve over 10
epochs, i.e. it overfits or plateaus on the training sets, the
training is stopped early and then we use the parameters for
testing.

C. Results

1) Categorization performance: The categorization re-
sults for the panoramic depth images in the Sparse and Dense
MPO datasets applying CNNs provide correct classification
rates (CCR) of 94.31± 2.58 and 94.93± 6.04 respectively.
The corresponding confusion matrices are shown in Table III
and Table IV.

We compare the categorization results with the two ap-
proaches presented in [13] using the same datasets. The first
approach obtains a simple spin image representation from
the whole panoramic scan as a feature vector. The second
approach applies local binary patterns (LBP) to obtain a
global descriptor for the depth images. In both cases support
vector machines are used as final classifiers. Table V shows
the correct classification results using the approaches in [13]
in comparison with our CNN-based method. In both datasets,
our approach using CNNs outperforms the previous methods.



TABLE III
CONFUSION MATRIX [%] FOR THE SPARSE DATASET USING CNNS

Coast Forest In. P. Out. P. Res. Urban

Coast 86.84 8.27 0.00 1.67 2.83 0.39
Forest 5.37 93.31 0.03 0.09 1.16 0.03
Indoor parking 0.10 0.13 95.98 1.89 1.78 0.13
Outdoor parking 1.38 0.06 1.82 94.01 1.82 1.02
Residential area 1.23 0.58 0.06 1.49 96.34 0.30
Urban area 0.35 0.11 0.00 0.48 1.27 97.79

TABLE IV
CONFUSION MATRIX [%] FOR THE DENSE DATASET USING CNNS

Coast Forest In. P. Out. P. Res. Urban

Coast 94.12 2.94 0.00 0.00 2.94 0.00
Forest 5.04 90.76 0.84 3.36 0.00 0.00
Indoor parking 0.00 0.00 100.0 0.00 0.00 0.00
Outdoor parking 0.00 0.00 10.81 87.39 0.00 1.80
Residential area 0.00 0.00 0.00 0.96 99.04 0.00
Urban area 0.00 0.88 0.00 0.00 0.00 99.12

2) Majority vote on sequential predictions: For the con-
tinuous trajectories of the Sparse MPO dataset, we addition-
ally apply a majority vote approach to classify the current lo-
cation using the previous n predictions as suggested in [13].
This smoothing method has shown to improve categorization
results in continuous trajectories. We applied this technique
using the labels outputted by the three methods and compared
the results for different number of votes n. As Fig. 3 shows,
CNNs always outperform the previous methods also when
using majority vote. In addition, Table VI compares results
for the three approaches when the optimal number of votes
is selected for each method. Our CNN provides the better
results with the minimum number of necessary votes.

D. Qualitative Analysis

In order to verify the way the CNN solves our catego-
rization problem, we carried out two additional experiments.
First, we analyzed the CNN response when the test images
are partially hidden by an image patch [44] as the one shown
in Fig. 4. The size of the partial image patch is 8×8 and the
mean value of all training images is assigned uniformly to the
pixels. The softmax values of the correct categories (certainty
score) calculated by shifting the patch on a whole image is
defined as occlusion sensitivity [44]. The obtained maps of
the occlusion sensitivity for all categories are depicted as
“Occlusion Map” in Fig. 5. Note that the size of the score
map is 377 × 25, which is smaller than the input image since
it was not padded around the border. Thus, the score map in
Fig. 5 is stretched and the pixel position in the Score map
does not coincide with the input image.

Next, we visualize pixel-space features contributing to
correct classification using Guided Backpropagation [45].
In accordance with the method, we first propagated an
image and obtained scores without applying softmax. Then
the score of the correct category was backpropagated to
the pixel-space with only positive gradients. The obtained
featuremaps are depicted as “Guided Backpropagation” in
Fig. 5.

TABLE V
COMPARISON TO PREVIOUS APPROACHES

Method CCR [%]

Sparse MPO Dense MPO

Spin Image + SVM [13] 79.23± 4.51 89.43± 2.65
LBP + SVM [13] 92.00± 4.62 91.30± 2.74
Ours 94.31± 2.58 94.93± 6.04

TABLE VI
CCR WITH OPTIMAL NUMBER OF VOTES n′

Method Number of votes n’ CCR [%]

Spin Image + SVM [13] 40 88.34
LBP + SVM [13] 30 93.74
Ours 7 99.42

We focus on and discuss the three distinctive categories,
coast, forest, and outdoor parking. From Fig. 5(a), the top
yellow area of the image is very sensitive to occlusion. In this
area, the range data are hardly obtained due to the sky or the
sea, and thus this empty area is important to classify images
as coast. If this area is covered by crossing cars or trees,
this can produce misclassification for the coast label because
this category is also influenced by the left and right wooded
areas, where the nodes in the CNN are highly activated. For
the forest category, however, the center and side wooded
areas are activated and very sensitive to occlusion as shown
in Fig. 5(b). This means that the areas wooded widely are
important to classify images as forest. In addition, Fig. 5(c)
shows that the upper area is important to classify images as
outdoor parking. If this upper area is covered by buildings,
the images are likely to be classified as indoor parking. For
example, the bottom featuremaps in Fig. 5(c)(d) indicates
that the lower area, which captures parked cars, is slightly
activated. Over all the categories, border areas between the
measurable things and the sky, i.e. skylines, are activated
strongly.

V. CONCLUSION

In this paper we presented a new approach for the outdoor
scene categorization using the convolutional neural networks
(CNNs) which take panoramic depth images as input. We
applied our method to two different outdoor panoramic
datasets and obtained high categorization rates (over 94%)
for six outdoor scene categories: coast, forest, indoor park-
ing, outdoor parking, residential area, and urban area. In
addition, we compared our approach to previous methods and
obtained higher categorization performance than previous
methods. Finally, we validated our CNN by presenting its
score and gradients.

Future work will include the optimization of the CNN
structure and the selection and combination of optimum
features depending on the environment to improve the cat-
egorization performance. Moreover, the number of outdoor
scene categories could be increased, although it is difficult
to clearly define them even when using human perception.
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