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Abstract

We are conducting research on “Embodied Proactive
Human Interface”. The aim of this research is to develop
a new human-friendly active interface based on two key
technologies, an estimation mechanism of human inten-
tion for supporting natural communication named ”Proac-
tive Interface”, and a tangible device using robot technol-
ogy. This paper introduces the humanoid-type Two-legged
robot named “PICO-2”, which was developed as a tangi-
ble telecommunication device for the proactive human in-
terface. In order to achieve the embodied telecommunica-
tion with PICO-2, we propose new tracking technique of
human gestures using a monocular video camera mounted
on PICO-2, and natural gesture reproduction by PICO-2
which absorbs the difference of body structure between the
user and the robot.

1 Introduction

With rapid and widespread diffusion of the high speed
Internet, a wide range of personal and social activities has
been performed though the computer system in recent years.
However, as expressed with the word of “digital divide”, an
invisible gap between certain groups who can access infor-
mation or not induces a variety of serious problems in mod-
ern society. The underlying causes of the information dis-
parity might be summarized as the following two reasons.

1. The most of activities through the computer system is
performed through a keyboard, a mouse, and a display.
However, these actions tend to lose touch with the re-
ality in the real world.

2. To fully utilize the computer system, a user has to give
precise instructions to the computer system explicitly
and perfectly.

To overcome the above problems and break down com-
munication barriers existing between the user and the com-
puter system, we propose a new framework of a human in-
terface connecting the user and the computer system named

“Proactive Human Interface”. This framework is charac-
terzed by the following technologies; i) new principle of
computer operation named “Proactive System” in which
precise instruction by a user is not indispensable, and ii)
the use of robotics technology to realize a tangible device
instead of ordinary virtualized interfaces.

An example of the proposed proactive human interface
is illustrated in Fig.1. Let’s suppose the telecommunication
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Figure 1. Concept of proactive interface

system consisting of the video phone and a humanoid robot.
In case that two persons away from each other communi-
cate with this system, the humanoid robot act as an avatar
and a variety of information including not only verbal but
also non-verbal information such as gestures, eye sight, and
facial expression is communicated through the robot. By
giving the sense of the reality to the other through the tangi-
ble robot, the performance of communication is augmented
comparing with ordinary virtualized interfaces.

In addition, if it is possible to estimate the user’s inten-
tion from conversation or a record of gestures, and repro-
duce the appropriate gesture by the robot according to the
estimated intension, it becomes a powerful measure to com-
municate personal intention more precisely even if the re-
produced gesture is not actually performed by the user.

There are a large number of studies in the related field
such as transmission of special skill using robotics technol-
ogy [15] or motion support system based on the estimation
of human intension [8]. The characteristic of this research
is the combination of new principle of computer operation
based on the estimation of human intension and an embod-
ied interface which gives the sense of the reality.
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We have already proposed the prediction system of hu-
man intention using the gesture network and continuous DP
matching [14]. This paper introduces a prototype humanoid
robot of the proactive human interface named “PICO-2”,
which is designed for an embodied telecommunication sys-
tem shown in Fig.1. In addition, we propose a new tracking
technique of human gestures using a monocular video cam-
era mounted on PICO-2, and a natural gesture generation
method which absorbs the difference of body structure be-
tween the user and the robot.

2 Humanoid-type proactive interface,
“PICO-2”

As a new tangible device of the embodied telecommuni-
cation system shown in Fig.1, we developed a humanoid-
type proactive interface robot named “PICO-2 (Proactive
Interface for Communication)”. PICO-2 is designed based
on the humanoid robot, HOAP-2 (Fujitsu Automation Ltd.),
and is additionally equipped with a LCD, a speaker, a mi-
crophone, and an IEEE 1394 digital video camera on its
head (Fig.2).

The LCD and the digital video camera are used to record
and display user’s facial expression, additional information
associated with the contents of the conversation, or the con-
versation itself. Therefore, PICO-2 enables to communicate
and reproduce verbal and nonverbal information such as the
conversation, the facial expression, the eye sight, and the
whole body motion including gestures by hands and even
walking or dancing motion.

LCD
Speaker and 
microphone

Digital 
camera

Acceleration sensor
Attitude sensor

Force sensor

Figure 2. Embodied proactive human inter-
face, “PICO-2”

3 Tracking and reproduction of human ges-
tures using monocular camera

This section introduces the tracking and reproduction
techniques of human gestures using a monocular video
camera (Fig.2) mounted on PICO-2. The proposed tech-
nique utilizes the 3D geometric model of human body and a
silhouette on the video image. The distance map [10] from
the contour line of the silhouette is constructed and used to

align the 3D model and the silhouette in order to estimate
human gestures.

3.1 Tracking of human gestures using sil-
houette and distance map

Tracking and analysis of human motion using a monoc-
ular camera is an ill-posed problem since no depth informa-
tion is obtained such as a stereo camera or a marker-based
tracking system. Thus the 3D poses of hands and arms have
to be determined by introducing some conditions of con-
straint. Many researchers have attempted to measure hand
motion from 2D video images [21],[13],[1]. The proposed
techniques can be classified into two groups, image based
approach and model based approach. Image based approach
captures and stores a plenty of images before hand, and uses
them to recognize human gestures by comparing with an
acquired image [20],[12]. Since coarse images are sampled
and compressed using PCA, HMM, or other data compres-
sion techniques, precise poses of hands and arms can not
be retrieved. In addition, since the computational cost is
quite high, it is not suitable for real-time applications. On
the other hand, model based approach tries to create a 3D
model of a human [7] using simple skeleton model[4][17]
or precise 3D geometrical model of the body [6],[5],[3], and
the motion is tracked by finding an appropriate posture of
the 3D model which matches with the image.

Our technique belongs to the model based approach. We
utilizes a distance map [10] for the comparison of a 2D sil-
houette and a synthesized silhouette of the 3D geometrical
model of a human body. The processing flow is summarized
as follows;

1. At first, a contour line of the boundary of the body
(silhouette) on the 2D image is detected using active
contour model (ex. Snakes or the Level Set Method
[19], [9]).

2. Next, the distance map from the contour line is con-
structed using the Fast Marching Method [19] (Fig.3).

3. The 3D geometric model of the body (Fig.4) is placed
with arbitrary pose and a projected silhouette on the 2D
image plane is synthesized. The position of the torso
is assumed to be aligned roughly to the 2D silhouette
image beforehand. We created a whole 3D model of
human body using the laser range finder, VIVID700.

4. Contour points of the projected silhouette and their
corresponding patches on the 3D model are identified.

5. Force f i is applied to the selected patch i of the 3D
model in 3D space according to the distance value ob-
tained from the distance map. The force fi is the vector
perpendicular to the line of sight v, and the projec-
tion of the fi onto the 2D image plane coincides with
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the fDi
, which is the vector toward the direction of

the steepest descent of the distance map (Fig.5). We
assume that the magnitude of the fDi

is proportional
to the value at the projected contour point of the 3D
model on the distance map.

fDi
= Ds,t

∇Ds,t

|∇Ds,t| (1)

6. The moment around the elbow and the shoulder joints
of the 3D model is determined as shown in Fig.5. The
details are explained in Section 3.2.

7. The poses of the arm and the torso of the 3D model is
changed according to the total force and moment.

8. Repeat from step 1 to 7 until the projected image of the
3D model and the 2D image coincide each other.

2D image Distance map from the silhouette

+20 pixel+100 pixel

Contour line

Figure 3. Distance map from the contour of
the silhouette

A number of registration techniques of 2D image and
3D model using silhouettes have been proposed so far
[11],[16],[5],[18],[3]. In contour-based approaches, the er-
ror is usually computed as the sum of distances between
points on a contour line in a 2D image and on a projected
contour line of a 3D model [5]. However, since a number
of point correspondences between both contours have to be
determined for calculating the registration error, these algo-
rithms are computationally expensive. On the other hand,
we adopt a distance map for evaluating a registration error
instead of the point correspondence [10]. Therefore, once
the distance map is created, our algorithm runs faster than
the conventional point-based approach. In addition, since
the distance map can be created quite rapidly using the
Level Set Method named the Fast Marching Method [19],
our method is able to track an object in real-time even if the
object moves.

3.2 Calculation of joint motion
In step 6 of the above procedure, the moment applied to

the elbow and the shoulder joints are calculated from the
force applied to the forearm and the upper arm.

Figure 4. 3D
Geometric
model of hu-
man

3D model
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f  i

i

Focul point

Projected 
 contour point

Steepest descent
direction

v
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Figure 5. Force
applied to
each patch.

Firstly, the 3D models of the forearm and the upper arm
are projected on the 2D image, and the 3D patch i corre-
sponding to the contour of the synthesized silhouette image
is determined. Here we denote the 3D patches correspond-
ing to the upper arm and the forearm as Pui

and Pfj
, the

vector from the shoulder to the patch Pui
as rui

, the vec-
tor from the elbow to the patch Pfj

as rfi
, and the vector

from the shoulder to the elbow as rse, respectively. Then
the moment around the shoulder and the elbow is calculated
according to the following equations.

Mu =
∑
i∈Pu

ρ(rui × fui) + g1

∑
j∈Pf

ρ{(rse + rfj ) × ffj} (2)

Mf =
∑
j∈Pf

ρ(rfj
× ffj

) (3)

where g1 is a suitable gain and ρ(z) is a particular estimate
function. To overcome the occlusion problem of the con-
tour, we utilize the robust M-estimator and introduce the es-
timate function ρ(z). In our implementation, the Lorentzian
function is used as the estimation function. In addition, the
hand position extracted by skin color is also utilized to de-
termine the moment around the shoulder and the elbow in
the following experiments.

Next, minute displacement of the joint angle ∆φ is ob-
tained by calculating an inner product of the moment around
the joint and its rotation axis. Since the shoulder joint of
the developed model has 3 DOFs and the elbow joint has 1
DOF, minute displacement of each joint angle is shown as
the following equation.

∆φr(p,y,e) = Mu · sr(p,y,e) (4)

where the three rotation axes of the shoulder joint are de-
noted as sr,sp, and sy , and the rotation axis of the elbow
joint as se.

Therefore, by adding the minute displacement of the
joint angle given from Eq.4 to the current joint angle, hu-
man gestures can be tracked by the 3D model and the joint
angles are estimated.
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3.3 Reproduction of human gestures by
PICO-2

Since the length of links and the configuration of joint
axes are different between human and PICO-2, it is not suit-
able to apply the measured joint angle of human gestures to
PICO-2, directly. In order to achieve human-like motion
with a humanoid robot [2], our method is to reproduce the
appearance of human gestures so that the directions of vec-
tors reh and rsh of human and PICO-2 coincide with each
other.

Let’s denote the length of the upper arm of PICO-2 as
L1, the length of the forearm as L2, the length from the
shoulder to the hand as k as shown in Fig.6. The normal
vectors of reh and rsh are denoted as neh and nsh, respec-
tively. The vector from the shoulder to the elbow Pel is

shr

reh

elP

shn

neh

L1

L2

k

Figure 6. Gesture reproduction by directing
hand and forearm directions.

expressed as the following equation.

Pel = knsh − L2neh (5)

Since | Pel |= L1, k is determined as

k = L2nsh ·neh +
√

L2
2(nsh · neh)2 − (L2

2 − L1
2) (6)

¿From Eqs.5 and 6, the elbow position is determined and the
appearance of human gestures can be reproduced so that the
directions of the hand and the forearm are matched between
the human and PICO-2.

4 Experiments

We conduct experiments of the tracking and reproduc-
tion of human gestures using PICO-2 and the monocular
video camera mounted on PICO-2. The human gesture is
estimated and the appearance of the gesture is reproduced
in real-time using the proposed techniques.

4.1 Motion tracking by monocular video
camera using distance map

Firstly, the experiments of motion estimation by the
monocular video camera are carried out. The left column of
Fig.7 shows the acquired image by the monocular camera
and the right column shows the estimated pose by the 3D

geometrical model. It is clear that the poses of the 3D geo-
metrical model are almost same as the input images and the
human gesture can be estimated by the proposed distance-
map-based method. Estimation of 3D motion of whole body
is also performed as shown in Fig.8.

Figure 7. Imitation of human motion by 3D
model

Figure 8. Whole body motion tracking by a
monocular camera

4.2 Motion reproduction by PICO-2
Next, we conducted the experiments of appearance-

based motion reproduction using PICO-2. The human ges-
ture is estimated by the above technique and the appearance
of the human gesture is reproduced so that the directions of
the hand and the forearm are matched between the human
and PICO-2. The experimental results are shown in Fig.9.
Processing time from the image acquisition to the calcula-
tion of the motor command is less than 30 ms. ¿From these
results, it is verified that the human gesture is estimated and
the gesture with similar appearance is reproduced by PICO-
2 in real-time.

5 Conclusion

This paper introduces the concept of the “Embodied
Proactive Human Interface”, and the humanoid-type 2
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Figure 9. Imitation of human motion by PICO-
2

legged human interface robot named “PICO-2”. The aim
of this research is to produce a natural and user-friendly hu-
man interface for many different kinds of people utilizing i)
new principle of computer operation named “Proactive Sys-
tem” in which precise instruction by an operator is not in-
dispensable, and ii) the use of robotics technology to realize
a tangible device instead of ordinary virtualized interfaces,
for breaking down communication barrier existing between
the user and the computer system.

In this paper, we propose new distance-map-based track-
ing technique of the human gesture using a monocular video
camera mounted on PICO-2, and natural gesture reproduc-
tion by PICO-2 which absorbs the difference of body struc-
ture between PICO-2 and the user.
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